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Abstract 
Predictive analytics is a subject that has become useful in forecasting behaviors and 

performances, which could be of benefit when attempting to predict the students’ 

performance on a visualization standardized test. Predictive analytics uses a variety of 

algorithmic approaches, being decision-tree one of them, and an approach that has been 

recognized for its applicability and the fact that its outcomes can be represented 

graphically. Decision-tree is considered an approach that generates a model based on the 

probabilities extracted from the data being analyzed. 

Some initial modeling using a small dataset has been reported, and results were 

obtained based on performance (i.e., minimum overall score on standardized 

visualization test – PSVT:R) and demographics (i.e., four characteristics were analyzed – 

status, gender, ethnicity, CAD experience). The objectives pursued for this report are 

twofold: 

i) increasing the size of the dataset being utilized in the model building and validation 

phases, and compare the new results for performance predictions to the ones 

previously reported, ,and 

ii) establishing predictive parameters based on grouping and trends of the performance 

data, in order to attempt to define common predicting factors. 

The ultimate goal of these studies is to have objective information that can help in the 

definition of specific academic interventions in course content or in content delivery. 

 
Introduction 

The topic of predictive data analytics has received substantial attention in the recent 
past due in part to its potential to provide a competitive advantage in a globalized 

economy, which has resulted in the almost imperative need for focused or customized 
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services, thus deriving in this global trend of collecting and analyzing all kinds of data. 

Most of the attention and applications of this concept relate to consumer sciences, but 

the applicability of predictive data analytics has extended to processes and trends 

analysis, which has more direct relation to engineering and manufacturing. Data analytics 
is considered a generic term used to refer to a set of quantitative and qualitative 

approaches that are applied to provide the basis for some decision making (Big, 2017). 

Specific objectives that are being pursued when using data analytics are increase in 

productivity, additional business profit, or expected performance or behavior (Data, 

2017). 

Predictive data analytics is primarily utilized to establish an expected performance, 

specifically in academics besides the administrative tasks like enrollment and satisfaction 

of students, it was extensively used in technical applications, but not in pedagogical 
studies where the objective is to establish an expected academic performance or 

behavior, such as spatial visualization skills. There is a variety of tests that have been 

applied to measure spatial visualization skills of students (Strong 2002, Yue 2008), and 

there are numerous studies that have collected and analyzed information regarding 

demographics, spatial visualization skills, and academic performance (Prieto 2009, Sorby 

1999). Of interest are studies where spatial visualization skills have been linked to 

abilities to do engineering and technology work, and subsequent studies that have 

provided a relationship between those skills of students and their performance in 
engineering courses, particularly for engineering graphics and design courses (Sorby, 

2005). Similarly, there are reports that indicate the value in improving visualization skills 

when looking at the performance in learning in technology and engineering courses 

Koshevnikov, 2006), indicating improvement of such skills as the complexity of the 

problem increases (Titus 2009) which is the basis for looking at performance in a 

standardized test such as Purdue Spatial Visualization Test with Rotations (PSVT:R) 

(Guay, 1977). 
This study reports on the application of a predictive data analytics approach to spatial 

visualization scores with the objective of establishing dominant predictive questions that 
define expected high performance. The data utilized in this study is from the PSVT:R. 

The goal is to have information that helps in directing interventions to be implemented for 

development of spatial visualization skills. 

 
Methodology 

Scores for each of the questions in the PSVT:R test where utilized as dataset. The 

test was administered to students taking introductory engineering graphics courses, and 
the results were collected for a previously reported study (Rodriguez, 2016a). This study 
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focuses on identifying the answers for each one of the 30 questions in the PSVT:R test 

and the final total score (maximum of 

30) as potential dominant factors, no demographic data is utilized even though it was 

collected. Similarly, a new parameter is introduced, ‘top performer,’ which is used as 
defined as the prediction criterion, being top performer indicates that the total score in the 

test is equal or above a given value. 

The software used in this study is RapidMiner, a commercially available data analytics 

software that has the option to analyze and visualize datasets applying different 

approaches, thus comparing results. Because the objective of this study s to identify 

dominant factors (i.e., questions) that predict high level of performance, the Decision-Tree 

approach has been applied. This approach has been identified has a good general 

purpose technique, with acceptable reliability in predictions, and it is a technique that 

provides graphical output that is very helpful in following the predictive model developed 

(Best, 2017). A decision-tree is a tree like collection of nodes that defines a decision on 
specific parameters to a class or an estimate of a numerical target value (i.e., final test 

score). Each node represents a splitting rule for one specific Attribute (i.e., answer to 

each test question). This approach reduces the error in an optimal way for the selected 

criterion (top performer) (RM, 2017). 

 
Results 

The dataset for this study consisted of 156 test records. As indicated before, this 

dataset was collected at two different institutions, and they have no statistically significant 
difference by being from two campuses (Rodriguez, 2016b). A total of 152 records were 

used for the machine learning stage where the prediction model is being built, the rest of 

the records were used for validation of the prediction model generated by the decision-

tree approach. 

The first objective is to increase the number of records in the dataset being used for 

model building. The dataset used here is almost 6 times the size of the dataset used in 

the previous pilot study (Rodriguez, 2018), and the previously reported result indicating 

that Q22 is the dominant factor when specifying a top score of 25 or higher (Figure 1). 

Interesting situation is that such dominant factor is not the same one when the top score 
is modified, which takes us to the second objective, and important issue is that only 

question answers are being used for the predictive model. 
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(a) T25, small n (b) T25, large n (c) T26, large n 

Figure 1. Decision tree for two different datasets. Small n=27, large n = 152. 
 
 

For the generation of predictive models to identify dominant factors, ten decision-tree 

models were generated for top scores ranging from 21 and above to 30. The dominant 

factor(s) for each case are reported in Table 1. As it can be observed, the primary 

dominant factor is not a single one for the tested range, it varies from Q23 at the lower 

end (scores 21 to 23), to Q30 for the high end (scores 29 and 30), with different primary 

dominant factor for the scores in between. 

It is of interest to relate these results to previously reported results that extract 

dominant factors in the standardized test, in particular a study by Ernst 2017 where a 
factor analysis is performed, indicating the need to consider at least three principal 

components (factors) to have an acceptable level of inclusion of data variance. 

Performing a Factor Analysis (FA) on the dataset utilized in this study it renders similar 

result of requiring at least three factors to have an acceptable level of the data variance 

explained, as seen in the Scree graph in Figure 2. There is no match in terms of the 

specific test questions considered as principal components by the FA, and the ones 

identified as dominant predictive parameters, which is expected given the nature of the two 

studies, but indicating the need of performing a clustering approach to have better 
agreement (Farias 2017). 

 

Table 1. Summary of Dominant Factors for Top Performers 
 

Test Score+ 21 22 23 24 25 26 27 28 29 30 
           

% as Top Performer 73 73 73 50 46 35 23 12 8 4 
           

1st Dominant Question 23 23 23 12 22 27 29 29 30 30 
2nd Dominant Question 19 19 19 19 10 17 27    

3rd Dominant Question      2     
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Figure 2. Scree plot for Factor Analysis of the dataset used in this study. 
 
 

Conclusions 
 

Predictive data analytics approaches provide a valid insight when looking for dominant 

factors that will help define possible pedagogical interventions, as is the case in this 

study. For the dataset utilized there is a good agreement in terms of the type of factors 

(i.e., question number) that define top performance in a standardized skill visualization 

test. Given the design of the PSVT:R, more involved manipulations are indicative of 

higher performance by the student. Comment is that only the first dominant factor in the 

predictive model is considered, and in such case there are two models that do not follow 
the expected trend (i.e., for scores of 24 and 26), which indicates that further 

investigation is required. 

Regarding the parameters for this study, one issue is that even when a larger dataset has 

been utilized, it might need to have a substantially larger set for better generation of 

predictive models. A second issue is the possible use of a different predictive analytics 

approach, this is a field that is constantly being improved and there might be a ‘better 

trap’ out there already. Both of these issues are currently being considered. 
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